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Introduction

Music

A AThe science or art of ordering
tones or sounds in succession, in
combination, and in temporal

N relationships to produce a
composition having unity and
continuity. fAjwww.meriam -webster.com]

A AThere is no noise, only sound . [fbhn
Cage - interview]

Several research fields

Musicology [Lerdahl1983, McDermott2008]  (rules)
Psychology [Gelfand2004, Tirovolas2011]  (perception and cognition)
Neuroscience [Amitay2006, Peretz2003, Werner2012] (mechanisms)

Computer Science - signal processing and  music information
retrieval  (analysis, understanding, retrieval)
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Music information retrieval

A Interdisciplinary science of retrieving information from music
A Relatively young field [cliodo®706s / | ate 199006-s

A Popular problems [Downie2008, Downie2010]

I Music Recommendation  [Eck2007, Song2012 , Tkal | i] 2017

I Pattern recognition  [Meredith2002, Conklin2010  , Ren2017 ]

I Extraction of high -level features:
A Chord estimation  [Bello2005, Papadopoulos2007  , Deng2016, Korzeniowski2016, McFee2017 ]
A Multi -pitch estimation  [Klapuri2004 ,Marolt2004, Emiya2010,  Bittner2017, Hawthorne2017 |
A Melody extraction  [Ryynanen2008 , Salamon2014 |
A Rhythm and beat tracking [Schmidt2013 , Pikrakis2013 , Bock2015 |
A Genre classification  [Tzanetakis2002, Dixon2007  , Salamon2012 |
A Mood estimation  [Laurier2009 ,Dixon2013]

T Music creation [Huang2012 , Dean2014 ]

T Visualization [Lamere2009]
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Deep learning in MIR

Modeling high -level abstractions in data
by using layered -architectures

i many based on neural -networks
Learning of features for classification and
detection
Introduced to MIR around 2010
i Genre recognition [Hamel2010]
T Emotion -based feature extraction [Schmidt2011]
T Rhythm genre discrimination [Pikrakis2013]
T Drum pattern analysis [Battenberg2012]
i Beattracking [Krebs2013]
T Onset detection  [Schluter2013]

i Multiple fundamental  frequency estimation
[Hawthorne2017]
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Part 1

The Compositional Hierarchical Model:
Motivation




The Compositional Hierarchical Model

event compositions

A An alternative deep architecture —A

I Unsupervised learning of a hierarchy

of parts ( '
T Transparency A

A Representations are explainable

I Relativity A A
A Representations are relatively encoded \

and reused

I
[

events

A Smaller datasets needed for training

i Compositionality
A Parts composed of parts
A Able to performin discovery tasks

A 1dea : complex signals can be
decomposed into simpler parts

freq. compositions
A

I Parts possess various levels of
granularity

T Parts can be distributed across several
layers from simple to complex




Origin of the Idea

T

Learned Hierarchy of Parts
A Introduced by Leonardis & Fidler for e ‘W _ [ edo é A

car cow.~._ swan “_motorbike bottle gi.rz;ffe

object categorization in images ,

A Unsupervised learning of a hierarchy %
of parts

i Small image segments on lower layers

i Complex shapes on higher layers 4

I Transparency

learning

A Music is hierarchical in frequency

and time E? i mesfsiabe)
V. 006686 gy

T The nature of the model coincides well
this hierarchical structure Source: Tabernik et al.




Our Goal

A Developa deep compositional
model for music processing

I Focus on transparency, shareability and
relativity of learned representations

A Develop a general model and test it
for different tasks

T Automated chord estimation

i Multiple fundamental frequency
estimation

i Discovery of repeated themes and
sections

I Classification of melodies
I Rhythm modeling







Model Structure

The model is hierarchical and built
of layers of parts that encode the
learned concepts

I higher layers encode more complex
concepts

Each layer has a number of parts

I parts are compositions of subparts

o o 5 (R
i relations between subparts are relative
with respect to the  central part

The input is a representation of a
music signal

I spectrogram Ml DI event s,

The entire structure is  transparent




Learning

A The model is built by

unsupervised learning on a set
of examples

I Learning takes place layer -by-layer
Learning is based on  statistical
regularities In input data

I frequently co -occurring parts are
joined into new compositions

Learning optimizes coverage of
the input signal vs. the number of
parts

i procedure SELECT(C)
2 prevCov < 0

32 cov < ()

4 Ln 0

s: sumInput < |Z|

6: repeat

7 for P € Cdo

8: c<+0

9: F« C(L,UP)

10: c <+ c+ |F|

i cov[P] « ¢/sumInput
;. end for

3:  Chosen < argmax(cov)
P

iy L, L, UChosen

;. C <« C\ Chosen

6:  if cov[C'hosen| — prevCov < 7¢ then
17: break

i8: endif

9:  prevCov < cov[Chosen]

20: until prevCov > 1p VC = ()

2t return Lo,

- |



Inference

A Inference calculates  activations  of parts on
a given input signal
i 6 (G mm)

A time, location, magnitude

T An activation represents the location and
form of the learned concept in the input
signal

A Parts onthe firstlayer are activated from
the corresponding  input

A Compositions on higher layers are
activated based on activations of their
subparts:

T activation time and location are propagated via
central parts (indexing):
Ao

0 0
A s 0 6 0

.

A Activations are interpretable




E nhivition

A Inhibition reduces
redundant  activations
during inference

I removes weak activations
that cover the same parts
of the signal as stronger
ones

A Good for

I Removal of redundant
explanations

I Noise filtering
I Hypotheses refinement

Retained Inhibited

pu i
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@ Hallucination
Hallucinated

A _I—IaIIucination agtivates parts ~——
In presence of incomplete L, 7
i n p ut Inactive

A Provides the most 2
probable explanation of
Input based on available
Information

A Good for:

I Interpretation of missing
information %
%

I Context -dependent perception ERRT

time
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Part 3

The Compositional Hierarchical Model
for Time -Freqguency Representations




CHM: Time -Freguenc y Representations

A Input: audio data(e.g. CQT)
I Time, frequency, magnitude
A Compositions

i ‘h represent frequency distances
(in bins)

I Relatively encoded harmonic
structures within each frame

I Increased size over layers

A Activations
I Harmonic occurrences in input
A Aim

I Learn pitch -related compositions
that occur within a piece or music
corpus




A

A
A

Goal: identify chords

I CHM should produce parts that relatively encode
pitches, intervals and chords

in audio

Unsupervised model training on different collections

Lessons learned

T Harmonic structures are dominant, consequently on
higher layers CHM does not produce many
intervals/chords without modifications

T CHM can efficiently model pitch

Evaluation: CHM as feature generator

A

A

Learn two compositional layers
T parts represent harmonic series

Add an octave -invariant layer

) features similar to chroma vectors

For comparison to other
output as input to a Hidden Markov model

Evaluate on The Beatles Dataset (C. Harte)

appr

Automated chord estimation

Cl. acc. (%)
(The Beatles)
CHM ~ 69
Frame -based ~65 -70
HMM
[Papadopoulos2007]
State -of-the -art 80+
in ~2013
McFee 2017 85+*

* Significantly larger number of classes, different DB
(Beatles included)

oaches, use CHMOSs

Publishedn Proc Of ISMIR 2014 Compositional
hierarchical modelor musicinformationretrieval

Q.



Goal: identify  pitches in audio

i CHM encodes arobust frequency -
invariant concept of pitch

Learn three compositional layers

I part activations
mapped to pitches

can be transparently

We evaluated the influence of
different  training datasets
generated models

I hierarchies generated from single piano
notes, rock music etc. were explored

on the

1 differences in hierarchies were small, all
learned different ways to represent pitch

Further experiments were performed
on a small dataset of 88 piano key
samples

Multiple Fundamental Frequency Estimation

Publishedn Plos ONE 201¢Robust Realime Music
Transcription with a Compositional Hierarchical Model

Q.



Results: MFFE

A Evaluate if CHM can be used as a robust and transparent
classifier

I the same trained model was applied to different  datasets
and compared to other approaches

A CHM features:

I Robustness (ot hers approaches often ove
perform so well in noisy/real -world situations)

I Low computational (isrealtime) & memory footprint (can
be used in mobile devices ...)

: Benetos Benetos Onsets& frames
PNVE [14) [56) 2017
~60
~78

MAPS MIDI 52.6 61.6 56.0 56.7

MAPS D 51.8 57.1 52.5 50.1 ~60
Su & Yang 48.9 32.6 48.0 40.3 55.6
Folk song 49.3 35.0 31.8 27.5 16.2

Running time (s) 6.2 5.7* 194 188.1 87

RAM Usage (MB) 63.8 120.0 43.2 1914.2 716.5

The table shows F1 scores of different approaches on different datasets

Q.
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Part 4

The Compositional Hierarchical Model
for Symbolic Representations







